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Abstract
A Machine Learning Forecast Correction (MLFC) framework for geophysical fields based on Small Attention UNet (SmaAtUNet) is proposed.
SmaAtUNet combines a traditional encoder-decoder Convolutional Neural Network (CNN) UNet with Convolutional Block Attention Modules (CBAM) computed at each encoder step and applied as skip connections at the decoder stage[footnoteRef:2]. [2:  Trebing K., Staǹczyk T., Mehrkanoon D.: SmaAt-UNet: Precipitation nowcasting using a small attention-UNet architecture, Pattern Recognition Letters, https://doi.org/10.1016/j.patrec.2021.01.036, 2021] 

Recently SmaAtUNet emerged as a promising neural network architecture for learning correction terms from 2m-temperature (T2M) reanalysis data and the corresponding historical forecasts in the contiguous US (ConUS) region[footnoteRef:3]. [3:  Cui L., Wang J., Tabas S. Carley J.: A Machine Learning-Based Bias Correction Method for Global Forecast System Products, NOAA Office Note, https://doi.org/10.25923/6266-e822, 2025] 

We validated the application of the SmaAtUNet model beyond the ConUS region and to other geophysical fields such as mean sea level pressure (MSLP), 2m-dew point temperature (D2M), horizontal wind components (U10, V10), total cloud cover (TCC), and highlighted the potential and the limitations of this neural architecture. We are currently in the process of testing the MLFC algorithm to ocean seasonal predictions using ORAS5 reanalysis as ground truth.
We observed in particular that fields that show both small forecast-reanalysis mean RMSE and large forecast-reanalysis mean correlation and mean R², such as MSLP, can be degraded once the SmaAtUNet correction is applied. This contrasts to the observed pattern for other fields that have small mean RMSE but still available learnable content, such as T2M and D2M, which have better performances, and for fields such as TCC that have small RMSE and small R² that allows for very good performance.
The next steps involve developing a unified evaluation framework for testing different SmaAtUnet hyper-parameters setups and more advanced MLFC architectures on consistent diagnostics.
