AI-driven Nanming model for Three-Dimensional Ocean Environmental Variable Forecasting
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Abstract   

Ocean environmental variables (temperature, salinity, and current fields) with high precision are important for understanding ocean dynamics. However, accurately modeling the three-dimensional oceanic variables remains challenging for existing numerical or deep learning (DL) models. This study presents a latent attention network (LAN) to predict the three-dimensional ocean temperature, salinity, current fields and sea surface height (SSH), named as Nanming. It consists of a hybrid model with convolutional neural network (CNN) and Transformer architecture, where in each layer, a latent attention block designed to reduce the high-dimensional data in the coordinate space into a compact latent feature space. Compared with the state-of-the-art models, LAN demonstrates the superior performance in 7 days of prediction for the South China Sea basic variables with 20 depth layers at 1/30° spatial resolution. Experimental results highlight the effectiveness of Nanming in the rapid and high-precision capture of ocean variables, which provides a promising architectural framework to advance artificial intelligence (AI)-based ocean modeling.
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