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Traditionally, atmosphere and ocean forecasting rely on highly computationally intensive numerical models that leverage physical laws to emulate the ocean evolution starting from the given initial conditions. With the recent advances in Deep Learning (DL), a growing body of literature focuses on atmospheric weather forecasting, achieving comparable or even better skills than traditional numerical weather predictions, while being much faster in computation. While most of these works aim at medium-range forecasting, a smaller but highly impacting number of works aim at predicting the atmosphere on a Subseasonal-to-seasonal (S2S) timescale, reaching very good skills. 
Owing to the complexity of its thermo-dynamics and the lack of sufficient observations to validate numerical models’ outputs, ocean forecasting on S2S or Decadal timescales through DL methods is still under investigation. Two examples of excellent works in this field are Samudra and ORCA-DL. 
In this complex landscape, here we present Atlas Ocean, a DL architecture for S2S to Decadal Global Ocean Forecasting. Atlas Ocean is based on a Fourier Neural Operator (FNO), and it is trained on ORAS5 dataset at 1°x1° grid, leveraging ERA5 atmosphere forcing. Atlas Ocean is fed with daily ocean and atmosphere data at time-steps t-5 and t and produces ocean forecasts at time-steps t+5 and t+10.
To assess Atlas Ocean skills, we perform a comprehensive benchmark on both S2S and Decadal timescales, evaluating its forecasts against ORAS5 ground truth and both Samudra and ORCA-DL emulators. Results show that Atlas skills are comparable or even better than its DL-based counterparts, while being trained on a much higher temporal resolution, thus enabling more accurate predictions up to 10 years in advance. 
