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Predictions of marine biogeochemistry are of importance for a range of applications, from operational 
forecasting of harmful algal blooms, to seasonal prediction of primary production, to understanding the 
influence of the marine carbon cycle on future climate change. Reanalyses, which include data assimilation 
in model hindcasts, are also required for the assessment of long-term environmental change. The inclusion 
of marine biogeochemistry in ocean forecasting and reanalysis systems is still in its early stages, but is 
already providing valuable insights. This chapter begins by giving an overview of biogeochemical modelling 
and data assimilation, and discussing challenges around physical-biogeochemical coupling and the use of 
observations. A summary of current applications to operational forecasting, reanalysis and climate studies 
is then given, before a vision is presented for a fully integrated prediction framework, linking five-day 
regional forecasting to global climate research. 

Introduction 

arine biogeochemistry is the study of chemical elements in the ocean, and their 

interactions with marine life. Chief amongst these elements is carbon, the building 

block of life and a key influence on Earth’s climate. Others of importance include 

nitrogen, oxygen, phosphorus, silicon, and iron. Biogeochemical cycling happens through physical 

transport, chemical reactions, and uptake and processing by plankton, which are organisms unable 

to swim against ocean currents. Phytoplankton, microscopic photosynthesising algae, form the base 

of the ocean food web and contribute about half of Earth’s primary production. The zooplankton 

that consume them also process a significant quantity of carbon and nutrients. In addition, many 

plankton produce shells or skeletons mostly made of calcium carbonate or silicate (also referred to 

as biogenic opal). Higher trophic levels such as fish and marine mammals play a lesser role in 

elemental cycling, and so are generally considered separately. 

                                                      
Ford, D., et al., 2018: Marine biogeochemical modelling and data assimilation for operational forecasting, reanalysis and 
climate research. In "New Frontiers in Operational Oceanography", E. Chassignet, A. Pascual, J. Tintoré, and J. Verron, 
Eds., GODAE OceanView, 625-652, doi:10.17125/gov2018.ch22. 

M



6 26    D A V I D  F O R D  E T  A L .  
 
 

Broadly speaking, there are two main motivations for the modelling and prediction of marine 

biogeochemistry. The first is to study variability and trends in the uptake of carbon dioxide by the 

ocean, and the influence of this on global climate, as well as the process of ocean acidification. The 

second is to understand the impact of the physical-chemical marine environment on ecosystems and 

human activities. For instance: 

 Algal blooms can be harmful to human health, either directly or via commercial fisheries. 

 Visibility and turbidity is important for seafloor life and high biodiversity ecosystems such 

as tropical reefs, as well as for recreational, commercial, and naval diving activities. 

 River runoff with increased nutrient contents, often with altered elemental ratios, can lead 

to excessive nutrient levels and increased algal growth, a process called eutrophication. 

This can be the result of fertiliser use or the discharge of domestic and agricultural waste, 

as well as natural processes. When these organisms die and decay the water can become 

depleted of oxygen, leading to conditions which are detrimental to many organisms, and 

can even result in widespread fish kills (Diaz et al., 2008). 

 Different plankton species prefer different environmental conditions, and changes in 

temperature and nutrients can alter the composition of the whole marine ecosystem. The 

impacts of this can range from effects on commercial fish stocks, to large jellyfish blooms 

clogging the cooling vents of nuclear power stations. 

Water quality and marine biodiversity are increasingly regulated by international law, so 

governments must monitor, anticipate and respond to environmental changes. 

Operational oceanography primarily focuses on short-term impacts on the marine environment, 

and climate research largely focuses on long-term impacts on ecosystems, the carbon cycle and 

ocean acidification. The main focus of this chapter is on the applications and challenges of 

operational biogeochemical forecasting, but for completeness and context, a brief overview of 

reanalysis and climate research is also presented, focussing on how these relate to operational 

applications. In most cases, operational biogeochemical forecasting systems have developed by 

extending existing physical forecasting systems, as described elsewhere in this book, by combining 

them with existing biogeochemical models developed either for climate research or for ecological 

modelling. As such, operational biogeochemistry is less mature than operational physical 

forecasting, and often fundamental model development remains driven by research priorities, with 

reanalyses and hindcasts providing a natural link between different applications. 

Numerous textbooks have already been dedicated to the field of marine biogeochemistry (e.g. 

Sarmiento and Gruber, 2006), as well as reviews of modelling (Heinze and Gehlen, 2013), and 

operational forecasting (Gehlen et al., 2015), and this chapter will not try to replicate them. A high-

level overview is given in order to introduce physical oceanographers to the concepts and methods 

of biogeochemical modelling and data assimilation. The focus is on how biogeochemistry interacts 

with the various systems described in the other chapters of this book, and the motivations for its 

inclusion. A summary of existing applications is presented, and future challenges and ambitions are 

explored, with a vision given of a fully integrated physical-biogeochemical prediction framework. 

Examples are drawn primarily from work performed at the Met Office, but also more broadly from 
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international initiatives such as the Copernicus Marine Environment Monitoring Service 

(CMEMS), the GODAE OceanView Marine Ecosystem Analysis and Prediction Task Team (GOV 

MEAP-TT), and the Climate Model Intercomparison Projects (CMIP) which inform the reports of 

the Intergovernmental Panel on Climate Change (IPCC). 

Biogeochemical Models 

General formulation 

Most marine biogeochemical models are based on an “NPZD” approach (Fasham et al., 1990), 

standing for nutrient-phytoplankton-zooplankton-detritus (see Fig. 22.1). One or more state 

variables are used to represent each of these compartments, which together are used to calculate the 

evolution of the lower trophic levels of the pelagic (water column) ecosystem. Additionally, models 

may contain variables describing the carbon and oxygen cycles, sediments, benthic (seafloor) 

ecosystem, bacteria, and viruses. The general principles of ocean modelling are described elsewhere 

in this book (Chapter 2 by Fox-Kemper), and the same considerations of numerical methods apply 

to biogeochemistry, so are not repeated here. Biogeochemical models are reliant on physical 

models, and either the two are coupled and run together online, or physical model output is used to 

force the biogeochemistry offline (Heinze and Gehlen, 2013). The state variables are advected and 

diffused by the physical model, in the same way as temperature and salinity. 

 

Figure 22.1. Schematic of the Hadley Centre Ocean Carbon Cycle model (HadOCC): an NPZD model with a 
coupled carbon cycle (Palmer and Totterdell, 2001). The NPZD component is represented by the four boxes 
labelled nutrient, phytoplankton, zooplankton, and detritus, with the carbon cycle components to the left and 
top of the diagram. Processes linking the components are shown in circles, and are represented in the model 
by equations. 
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Each of the NPZD variables are modelled as tracers, and are formulated as concentrations of 

(typically) nitrogen or carbon, rather than individual organisms. The nutrient compartment usually 

includes a variable for dissolved inorganic nitrogen (DIN), sometimes separated into nitrate and 

ammonium, as DIN is the main limiting nutrient throughout much of the ocean, particularly coastal 

regions. Phosphate, silicate, and iron may also be included. Plankton are split into phytoplankton, 

organisms which obtain their energy from sunlight through photosynthesis (autotrophy), and 

zooplankton, which obtain their energy by consuming other organisms (heterotrophy). Classical 

NPZD models just have a single variable for each of these, making no consideration of differences 

between species. A more complex approach is to split each up into two or more plankton functional 

types (PFTs), which group together species based on their function within the ecosystem. 

Phytoplankton grow by synthesising organic matter through photosynthesis, a process referred to 

as primary production. This may be limited by availability of light or nutrients, and is further 

regulated by temperature. Phytoplankton losses occur through grazing by zooplankton, natural 

mortality, and respiration. Zooplankton experience similar losses. Some of the organic matter lost 

from the plankton variables returns directly to the nutrient pool, and the remainder forms detritus. 

This is either grazed on by zooplankton, or broken down by bacterial and other processes and 

converted back to dissolved nutrients as it sinks to the deep ocean, in a process called 

remineralisation. Nutrient concentrations are typically high at depth, but become depleted at the 

surface through biological utilisation. 

Models which represent the carbon cycle typically include additional state variables for 

dissolved inorganic carbon (DIC) and alkalinity. DIC accounts for the vast majority of carbon in 

the ocean, with the remainder stored as either dissolved or particulate organic carbon, including the 

carbon in plankton and detritus. Alkalinity is a measure of the capacity of seawater to neutralise an 

acid. This is distinct from pH, which is not a state variable, but can be diagnosed from other 

biogeochemical and physical variables (Orr et al., 2015). At the ocean surface, carbon dioxide (CO2) 

is exchanged with the atmosphere, altering surface DIC concentrations. Whether the CO2 flux is 

into or out of the ocean varies regionally. In the pre-industrial period the ocean and atmosphere CO2 

concentrations were in approximate balance, with the ocean a weak source of CO2 to the atmosphere 

to balance riverine inputs of DIC (although in open ocean climate models riverine DIC inputs are 

not usually considered, so in pre-industrial model simulations the atmosphere and ocean are in 

equilibrium through the sea surface). However, in the present day, due to increasing anthropogenic 

CO2 emissions, the global ocean is a net sink for CO2. This helps mitigate the impact of climate 

change. However, CO2 is a weak acid, and when it dissolves in water it reacts with it, and in so 

doing lowers the pH, leading to ocean acidification which impacts marine chemistry and living 

organisms. The air-sea flux is dependent on the surface partial pressure of CO2 (pCO2), which is a 

function of DIC, alkalinity, temperature, salinity, and pressure (with biological activity acting to 

modulate DIC and alkalinity). As with nutrients, the vertical distribution of DIC is such that the 

surface concentration is much lower than at depth. Physical processes typically act to bring carbon 

to the surface, whilst two mechanisms allow carbon to be transported to the deep ocean: the 

solubility pump and the biological pump. The solubility pump acts in regions of deep water 
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formation such as the North Atlantic and Southern Ocean, where a strong uptake of atmospheric 

CO2 is mixed to the deep ocean by the physically-driven thermohaline circulation. The biological 

pump acts through the gravitational sinking and recycling of detritus. The deeper the 

remineralisation takes place, the longer the carbon is shielded from exchange with the atmosphere. 

A small fraction of detritus will escape remineralisation and be buried into sediments, where it will 

be stored on geological timescales. Systems with a strong seasonal variability, such as high latitude 

bloom systems, are believed to be particularly efficient in exporting particulate carbon to depth. 

The carbon brought to the deep ocean by these mechanisms may be stored for centuries or longer, 

so studying their strength and variability is important for understanding climate change. 

How much complexity? 

Biogeochemical models can be very simple, with just a single variable for each of the NPZD 

compartments (or even omitting detritus) (Edwards, 2001), or much more complex, with dozens of 

state variables representing different species and processes (Le Quéré et al, 2005; Butenschön et al., 

2016). The desirable level of complexity is a matter of great contention within the scientific 

community (Anderson, 2005; Flynn, 2005), and fundamentally boils down to a simple trade-off: 

more complex models include processes which are known to be important but are not fully 

understood, whereas simpler models only include processes which are much better understood, but 

neglect or amalgamate key aspects of the real world. It is vital to choose a model that is fit for 

answering the question under consideration. 

A common difference between biogeochemical models is the number of PFTs included. Simple 

models such as HadOCC (Palmer and Totterdell, 2001) include a single phytoplankton and a single 

zooplankton functional type, as shown schematically in Fig. 22.1. Other models commonly used 

for global-scale forecasting and climate research, such as MEDUSA (Yool et al., 2013) and PISCES 

(Aumont et al., 2015), extend this to two phytoplankton and two zooplankton. Zooplankton are split 

into microzooplankton and mesozooplankton, which have differing sizes and diets, with 

mesozooplankton preferentially grazing on larger phytoplankton and microzooplankton. 

Meanwhile, phytoplankton are split between diatoms, which are relatively large (2-200 µm) 

plankton that form silicate shells and play a particularly important role in the sinking of carbon, and 

the remaining non-diatom species. The more complex model ERSEM (Baretta et al., 1995; 

Butenschön et al., 2016) introduces further PFTs, splitting non-diatoms into picophytoplankton (< 

2 µm), nanophytoplankton (2-20 µm), and microphytoplankton (> 20 µm), and adding heterotrophic 

nanoflagellates to zooplankton. The PFTs are distinguished in the model by differing parameters 

for traits such as growth rates, grazing, and nutrient affinity. PFTs are typically grouped according 

to cell size, as different-sized organisms play different biogeochemical roles, and their relative 

distributions can define the entire food chain (Finkel et al., 2010). An alternative approach, taken 

by the DARWIN model (Follows et al., 2007), is to include tens or hundreds of PFTs with randomly 

prescribed parameters, allowing the fittest to emerge in the resulting ecosystem. Despite the relative 

complexity of some models, they still do not generally consider processes such as day-night cycles, 

buoyancy adjustment, or diurnal migration of zooplankton. 
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As well as the number of PFTs, the number of independently varying elements is a key 

difference between models. In 1934, Alfred Redfield reported that the ratios of carbon (C), nitrogen 

(N), and phosphorus (P) within phytoplankton and the deep oceans were remarkably constant at 

C:N:P = 106:16:1, which has become known as the Redfield ratio (Redfield, 1934). This ratio allows 

models to be formulated with fixed stoichiometry (elemental ratios), meaning PFTs can be 

represented in terms of a single element, with the quantity of other elements derived using the 

Redfield ratio. However, it has become clear that while the Redfield ratio may hold on average, 

stoichiometry varies between species and environmental conditions, and plays an important role in 

phytoplankton growth and diversity (Finkel et al., 2010). Therefore, some models include variable 

stoichiometry (e.g. Vichi et al., 2007), necessitating the inclusion of multiple state variables for each 

PFT, and additional nutrients: for instance, the nitrogen biomass and silicon biomass of diatoms 

would be separate state variables, with both DIN and silicate required. Chlorophyll also needs to be 

represented, either as a fixed or variable ratio to the biomass, as it is essential for photosynthesis. 

This can be in addition to the explicit inclusion of bacteria, sediments, the benthic ecosystem, and 

more. For instance, ERSEM 15.06 (Butenschön et al., 2016), a model with fully flexible 

stoichiometry, includes up to 59 pelagic and 36 benthic state variables. 

An issue with including additional complexity is being able to validate each component. 

Biogeochemical observations are sparse at the best of times, and become all the more so the more 

specific the variable. Therefore, additional processes are often only validated in terms of their 

contribution to quantities such as total chlorophyll concentration. Of studies which have compared 

models of different complexities, it has generally been found that adding complexity does not 

necessarily improve model skill (Friedrichs et al., 2007; Kriest et al., 2010; Ward et al., 2013; 

Kwiatkowski et al., 2014; Xiao and Friedrichs, 2014). 

Even the most complex models obviously remain a simplification, and the traditional split 

between phytoplankton and zooplankton may itself want revisiting. It is increasingly clear that the 

majority of plankton are not in fact exclusively autotrophs or heterotrophs, but mixotrophs: 

individual organisms that gain energy by both photosynthesis and the consumption of others, 

analogous to the Venus flytrap on land. This is not yet commonly represented in models, and may 

prove to be of great importance (Flynn et al., 2013; Mitra et al., 2014). 

In some cases, choice of model complexity will be limited by computational cost. Each extra 

state variable has to be physically transported at every time step, and once coupled with state-of-

the-art physics models, biogeochemical models can become extremely expensive to run. When 

operational forecasts must be generated within a limited timeframe, or climate simulations run for 

thousands of years, this often restricts the choice of model complexity (as well as physical 

resolution) to the simpler end of the spectrum. 

In practice, the optimal complexity will depend on the available computing resources and the 

task at hand: models are tools, and different jobs require different tools. For instance, if the aim is 

to simulate decadal change in basin-scale primary production and air-sea CO2 flux, many processes 

can be safely neglected or parameterised, and a simpler model may be the preferred choice. Whereas 

simulating small-scale variations in phytoplankton community structure and nutrient ratios will 
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require more variables and processes by necessity. Furthermore, accurate modelling of a coastal 

ecosystem may require different components than for an open ocean ecosystem. 

Biogeochemical Data Assimilation  

The theory of data assimilation and its application to physical ocean forecasting systems is 

introduced elsewhere in this book (Chapter 17 by Hoteit et al., Chapter 18 by Jacobs et al.). The 

same principles and techniques apply to biogeochemical data assimilation, so are not repeated, but 

particular considerations for biogeochemical variables are discussed here. A number of reviews and 

discussions have also been published in recent years (e.g., Gregg et al., 2009; Dowd et al., 2014; 

Gehlen et al., 2015; Ford and Barciela, 2015). 

As with biogeochemical modelling, the lack of first principles equations (such as the Navier-Stokes 

equations for physics) can potentially lead to a greater flexibility of approaches. In particular, there 

is scope for data assimilation methods to inform the building of models, and the appropriate 

variables and processes to include (Ward et al., 2013). In theory, this approach could be developed 

as a way to construct models based on observations. 

More so than in physical data assimilation, the primary application of data assimilation to 

biogeochemistry has been for parameter estimation [see Schartau et al. (2017) for a recent and 

comprehensive review]. This aims to adjust model parameters so that a resulting model run better 

fits a given set of observations, and is usually applied a priori as a tuning exercise. As such, while 

a valuable part of model development, parameter estimation is not routinely applied during the 

production process of operational forecasts and reanalyses. But there is no reason why state and 

parameter estimation cannot be combined, so that model parameters are also adjusted during a 

model run, based on the assimilation of observations. Time-dependent parameters have previously 

been estimated this way (Losa et al., 2003; Mattern et al., 2012; Doron et al, 2013; Simon et al., 

2015), but combined state/parameter estimation has yet to make the transition to operational 

forecasting and reanalysis systems (Matear and Jones, 2011). The first challenge for most models 

will be to select appropriate parameters (growth and grazing rates are likely candidates), convert 

these single numbers to fields that can vary spatially and evolve in time, and define sensible ranges 

for parameters that are mostly poorly constrained by experimental studies. The bigger challenge is 

then to vary these realistically, either directly during the data assimilation process, or as a balance 

relationship, perhaps extending the approach of Hemmings et al. (2008). 

As in physical forecasting and reanalysis systems, biogeochemical data assimilation is 

increasingly used for state estimation, updating the model state variables to produce an analysis, the 

best estimate of the ocean state at a given time. The most common set of data assimilated is satellite 

ocean colour (McClain, 2009), as this is the only source of routine global observations of marine 

biogeochemistry. A full description of the ocean colour processing chain is provided elsewhere in 

this book (Chapter 9 by Volpe et al.), but the basic procedure is as follows. What ocean colour 

sensors directly measure is the radiation at different wavelengths leaving the top of the atmosphere. 

An atmospheric correction model is then used to calculate the water-leaving radiances, converted 
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to remote sensing reflectance, from which optical properties and chlorophyll concentration can be 

estimated. Algorithms have also been developed to estimate primary production (Carr et al., 2006), 

and to split chlorophyll up into contributions from different PFTs (Brewin et al., 2011, 2017). The 

further up the processing chain the more biologically descriptive the product, but the greater the 

uncertainties. 

The majority of ocean colour assimilation studies assimilate total chlorophyll concentration. 

This has some special considerations compared with physical variables such as sea surface 

temperature (SST). In particular, chlorophyll distributions are highly non-Gaussian, which poses 

issues for traditional assimilation methods, which typically assume a Gaussian error distribution. 

Often a logarithmic (Campbell, 1995) or anamorphic (Brankart et al., 2012) transformation is 

applied in order to normalise the error distribution, but some studies are exploring assimilation 

methods such as particle filters (van Leeuwen, 2009), which do not require a Gaussian distribution. 

Non-Gaussianity is a fundamental issue for data assimilation systems (Bocquet et al., 2010), and 

assimilation with non-Gaussian observations and models may lead to undesirable effects if not 

properly treated, potentially including issues with physical data assimilation, as discussed in the 

fourth section. 

Furthermore, chlorophyll products are generated from satellite observations at different 

wavelengths using an empirical model, and can have relatively large observation errors. Meanwhile, 

chlorophyll is not the most straightforward variable to accurately model, so model errors are often 

large, too. Perhaps the most demanding challenge though is in using these observations of near-

surface chlorophyll to also improve the sub-surface and non-observed biogeochemical model 

variables such as nutrients and carbon. 

In part, this last point drives the choice of assimilation method. Many centres choose to use a 

scheme which is inherently multivariate, with the most common being the ensemble Kalman filter 

(EnKF; Evensen, 2003) and singular evolutive extended Kalman (SEEK) filter (Pham et al., 1998). 

These generate increments to multiple state variables based on relationships in the background error 

covariances. This brings obvious advantages in terms of updating the full model state, but relies on 

accurate evolution of the background error covariances, which is not straightforward. Furthermore, 

such methods can be computationally expensive, particularly the EnKF which often requires an 

ensemble of around 100 members. An alternative is to use a univariate assimilation method such as 

optimal interpolation or 3D-Var which just updates the model chlorophyll, but with the option of 

using a set of balance relationships to update other state variables. The most sophisticated such 

scheme in use is the nitrogen balancing scheme of Hemmings et al. (2008). This seeks to determine 

whether phytoplankton growth or loss errors dominate at each grid point, and partitions increments 

to the other state variables accordingly, constrained by the principle of conservation of mass. 

Because of the reduced uncertainties, there is a great attraction in assimilating optical properties 

rather than chlorophyll. This is particularly the case in a shelf seas environment with large 

concentrations of suspended particulate matter (SPM) and coloured dissolved organic matter 

(CDOM, also known as gelbstoff), where ocean colour chlorophyll algorithms struggle, and where 

light directly affects more components of the ecosystem than chlorophyll does. Optical properties 
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have been successfully assimilated by Shulman et al. (2013), Ciavatta et al. (2014), Jones et al. 

(2016), and Gregg and Rousseaux (2017). This has been shown to improve the representation of the 

ecosystem as a whole, and even of chlorophyll in particular, over assimilating chlorophyll, and is 

an approach likely to be increasingly explored. 

However, it does rely on the biogeochemical model having a sufficiently sophisticated optical 

model. This remains lacking from most models, and such treatment of optics is of secondary 

importance for simpler models designed for the open ocean, and when computational restrictions 

limit model complexity. In these cases, it may be of benefit to move the other way up the ocean 

colour processing chain, and develop the assimilation of chlorophyll separated by plankton 

functional type. This has been investigated by Ciavatta et al. (2018) and Skákala et al. (2018), and 

results suggest that it improves the internal ecosystem dynamics over assimilating total chlorophyll, 

increasing reanalysis and forecasting skill. Further investigation is required, but it could be that, 

whilst undoubtedly beneficial, total chlorophyll is often the least appropriate ocean colour product 

to assimilate into a biogeochemical model. 

On the other hand, there is a largely untapped potential to directly assimilate chlorophyll 

imagery into physical models (Gaultier et al., 2013; Titaud et al., 2010). High-resolution chlorophyll 

images contain a lot of information about eddies and surface currents, which could be used to update 

sea surface height fields, complementing existing altimetry products. This could either be done 

directly, or as part of a fully coupled physical-biogeochemical data assimilation scheme, which 

would help maintain consistency between physics and biogeochemistry. 

With the increasing availability of in situ biogeochemical observations, more studies will 

incorporate assimilation of data other than ocean colour, which will allow more accurate updating 

of the multivariate biogeochemical state. However, observational coverage is still likely to remain 

relatively sparse for years to come, especially in shelf seas, so assimilating these data will provide 

its own challenges. In situ biogeochemical observations are even sparser than physical ones, and 

very rarely available in near-real-time, limiting the potential to assimilate them into operational 

models. Use of in situ biogeochemistry for state estimation has so far been largely limited to 

research studies related to specific cruises (e.g. Anderson et al., 2000), with observations instead 

providing valuable independent data sets for validation. An exception is the pCO2 assimilation 

scheme of While et al. (2012). 

But a revolution (of sorts) is promised over the coming years. The Argo programme has 

transformed physical oceanography, and is now being extended to include biogeochemistry under 

the flag of Biogeochemical-Argo (Johnson and Claustre, 2016; Claustre et al., 2010). The prospect 

of regular global profiles of chlorophyll, nitrate, pH, and oxygen means researchers are gearing up 

to assimilate these. Further observations will be provided through the increasing deployment of 

gliders. Advances in biogeochemical in situ observing systems are detailed elsewhere in this book 

(Chapter 6 by Telszewski et al.). Development of schemes to assimilate Biogeochemical-Argo data 

is underway at a number of centres. In common with some other areas of data assimilation, there 

are challenges around how to make the fullest use of sparse observations. More specific to marine 
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biogeochemistry is the challenge of optimally integrating the assimilation of different in situ 

variables, and ocean colour. This will be a key focus in the development of these schemes. 

Physical‐biogeochemical Coupling 

Impact of model physics on biogeochemistry  

As biogeochemical state variables are modelled as tracers, model physics is of fundamental 

importance. Physical and biogeochemical models may be coupled online, in which case they are 

integrated together, with physical fields used directly by the biogeochemical model at each time 

step. Alternatively, the biogeochemical model may be forced offline using previously-generated 

physical model output, usually at a lower temporal resolution. Online coupling is in theory most 

accurate, but offline coupling allows more flexibility and spreading of computational cost. 

Whether the coupling is online or offline, the equations are the same. Currents transport plankton 

and nutrients, and vertical velocities drive mixing in the water column. The same advection and 

diffusion schemes as used by the physical model for temperature and salinity are often used for the 

biogeochemical state variables too, but this need not be the case. A particular consideration is that 

tracer concentrations should never be negative, meaning a positive definite advection scheme 

should be used. 

Despite the similarity in approach to ocean circulation, the biogeochemical modeller often has 

different priorities for physical model accuracy than the physical modeller does. In particular, 

tracers are very sensitive to mixed layer depth (MLD) and vertical velocities, which are notoriously 

difficult to model with accuracy. The MLD is critical in determining the mixing of nutrients and 

carbon into the surface ocean, as well as the depth from the surface to which phytoplankton are 

mixed. Small changes in the concentration of nutrients and plankton in the euphotic zone, where 

there is enough light available for photosynthesis, can have a large impact on primary production, 

and the maximum MLD over the integration period is more important than the mean. Furthermore, 

stratified regimes with a shallow MLD but deeper euphotic zone can lead to a deep chlorophyll 

maximum developing at the base of the mixed layer, where nutrient concentrations are greater than 

at the surface, and there remains sufficient light for growth. Similarly, vertical velocities and other 

contributors to vertical mixing control the amount of nutrients and carbon brought from the deep to 

the surface ocean. Biogeochemical quantities tend to be much more sensitive to this than physical 

ones such as SST or sea level. 

Spatial scales and model resolution play an important role too. On longer timescales the 

thermohaline circulation and carbon pumps (Volk and Hoffert, 1985) control the transport of carbon 

and nutrients in the deep ocean, as well as patterns of ocean productivity. On shorter timescales, the 

mesoscale and submesoscale are a major control on primary production and air-sea fluxes, and these 

are not always well represented in models. Upwelling of nutrients along fronts can result in 

phytoplankton blooms, whilst eddies can either supply nutrients and fuel blooms (Lévy et al., 2001, 

2012a), or aid the sequestering of carbon to the deep ocean. 
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A good discussion of these and other challenges is given by Holt et al. (2014). Given their 

sensitivity, tracers and biogeochemical models can also act as a valuable diagnostic for issues with 

modelled ocean physics. 

As well as controlling the physical transport of tracers, temperature and salinity have direct 

effects on biogeochemistry. Many organisms grow at different rates depending on the temperature, 

as commonly represented by the parameterisation of Eppley (1972). The carbon cycle is particularly 

sensitive, with pCO2 being a function of temperature and salinity as well as DIC and alkalinity. 

Decreasing temperature or increasing salinity increases the solubility of CO2, with impacts on air-

sea CO2 flux and the solubility pump. Alkalinity is a charge balance and as such is closely tied to 

seawater constituents and hence salinity (Zeebe and Wolf-Gladrow, 2001). 

Sometimes, the impact of physics on biology in the real ocean itself is unclear, an example of 

which is the mechanism behind triggering the spring bloom. In 1953, Harald Sverdrup published 

the critical depth hypothesis (Sverdrup, 1953). The critical depth is defined as the depth at which 

phytoplankton losses integrated over the water column equal phytoplankton growth, so that net 

primary production is zero. In winter, light levels are low and so the critical depth is shallow, whilst 

the MLD is deep, mixing phytoplankton away from the surface, prohibiting growth. During spring, 

the MLD shallows and the critical depth deepens. The critical depth hypothesis states that the spring 

bloom is initiated at the point where the MLD becomes shallower than the critical depth, because 

nutrients and phytoplankton are being kept in the euphotic zone and so growth must exceed loss. 

This hypothesis has been widely accepted and been a key component of biological oceanography 

for decades. 

Recently though, studies have started to question this paradigm (Behrenfeld and Boss, 2014), 

arguing that the physical events described above are merely correlated with the spring bloom, and 

are not the cause. Many observational studies, both in situ and based on ocean colour, suggest that 

net primary production often becomes positive during winter, earlier than would be explained by 

the critical depth hypothesis. Furthermore, phytoplankton loss rates are not, as assumed by Sverdup 

(1953), constant. It has also been shown that bloom initiation coincides with the spring switch in 

net heat flux from out of the sea to downwards into the ocean (Smyth et al., 2014). As a replacement 

theory, Behrenfeld (2010) proposed the dilution-recoupling hypothesis. This states that in winter, 

deep mixing causes a decoupling between growth rates and losses from grazing ("dilution phase"), 

by reducing predator-prey interactions. This allows phytoplankton biomass to increase (bloom) 

until environmental conditions lead to a recoupling of growth and loss rates. 

The debate over the exact mechanisms at play continues, and the study by Kuhn et al. (2015) 

provides a fine example of the opportunity for biogeochemical models to inform the understanding 

of the fundamentals of biological oceanography. 

Impact of physical data assimilation on biogeochemistry 

As discussed in other chapters of this book, assimilation of physical data, such as temperature, 

salinity, and altimetry, is a fundamental component of operational forecasting and reanalysis 

systems. It brings major improvements to analysis and forecast skill, and few operational centres 
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would be without it. Given the reliance of biogeochemistry on model physics, physical data 

assimilation should also improve biogeochemical simulations. 

Counter-intuitively though, the opposite is usually found, and physical data assimilation can 

significantly degrade biogeochemical fields. This is most commonly the case around the equator in 

global models (While et al., 2010; El Moussaoui et al., 2011; Park et al., 2018), but has also been 

observed in regional models (Raghukumar et al., 2015). 

The reason for this is an impact of physical data assimilation on vertical mixing processes. The 

assimilation can result in spuriously large and noisy vertical velocities, bringing excessive 

concentrations of nutrients and carbon to the surface, as shown in Fig. 22.2. In the nutrient-limited 

tropics this leads to massively increased primary production and chlorophyll concentrations, and 

anomalous outgassing of CO2. 

 

Figure 22.2. Equatorial cross-section of DIN (mmol m-3) from equivalent runs of the NEMO-HadOCC 
physical-biogeochemical model with no data assimilation (left) and assimilation of physical data (right). 

The exact mechanisms remain unclear, and addressing the issue has proven far from trivial. The 

blame is often laid on vertical velocities, but experiments have shown that filtering the vertical 

velocities alone does not prevent spurious tracer transport. Other fields relevant to vertical mixing 

are also affected, including vertical eddy diffusivity and density gradients. The impact on density 

may be particularly key. Major issues are typically only found when the assimilation updates the 

3D temperature and salinity fields, either by directly assimilating temperature and salinity profiles, 

or as a balance when assimilating sea level anomaly from satellite altimetry. It is desirable for the 

assimilation to introduce finer-scale eddy structures than in the original model, but doing so without 

introducing undesirable levels of mixing (to quote Holt et al. (2014): “The last thing many ocean 

models need is more vertical mixing”) will be a challenge. 

Preventing the issue at source is the long-term goal, though a number of methods to alleviate 

the issue in the short-term have been proposed. These have had limited success however. Not 

assimilating physics data in the affected regions does generally work (Park et al., 2018), but is not 

entirely satisfactory. Divergence damping (Dobricic et al., 2007) and incremental pressure 

correction (Waters et al., 2017) each help reduce vertical velocities, but may need to be used in 
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conjunction with other techniques. The sensitivity of the biogeochemistry to elevated nutrients in 

nutrient-limited regions means that any truly effective solution needs to be comprehensive, as even 

a small increase in surface nutrients can significantly increase primary productivity. 

Biogeochemical model parameters could potentially be tuned to compensate, but probably not 

within sensible ranges. Furthermore, tuning biogeochemical parameters to compensate for biases in 

model physics is neither satisfying nor recommended, and may prevent the model from accurately 

responding to long-term changes. One method that may work in some regions is the nutrient balance 

proposed by While et al. (2010). This applies direct adjustments to nutrient concentrations based on 

the physical assimilation increments, to ensure the nutricline and pycnocline remain aligned. This 

addresses the problem found in some regions of the assimilation deepening the MLD, instantly 

putting increased nutrients into the mixed layer. However, it does not address the increased vertical 

mixing seen in other regions, particularly the tropics. 

The issue does not hinder physics forecasting in the way it does biogeochemistry for two main 

reasons. First, accurate simulation of vertical mixing is not as critical to the variables that other 

users of physics output are primarily interested in, such as SST. Second, assimilating physical data 

will continually correct these variables, masking any problems. Nonetheless, it will still negatively 

affect physical as well as biogeochemical forecasts, and a robust solution is likely to lead to 

improvements to all systems. A long-term approach will include the development of strongly 

coupled physical-biogeochemical data assimilation schemes.  

Impact of biogeochemistry on physical fields 

Whilst biogeochemical models cannot be run without physical forcing, it is less common for ocean 

models to contain any feedback from the biogeochemistry to the physics, particularly on the 

timescales of operational forecasting and reanalysis. However, a number of such feedbacks exist in 

the real world, and will increasingly be represented as models improve. 

Most obviously, as included in Earth system models (ESMs) used for climate projections, is the 

marine carbon cycle. By altering air-sea CO2 flux and global ocean carbon uptake, this helps 

determine atmospheric CO2 concentrations and therefore global climate. These processes give rise 

to complex feedback loops linking ocean physics, chemistry and biology (Heinze and Gehlen, 2013; 

Gehlen et al., 2014; Riebesell et al., 2009). 

Another feedback beginning to be included in state-of-the-art ESMs is the cycling of the gas 

dimethyl sulphide (DMS). Some species of phytoplankton, notably coccolithophores, naturally 

synthesise dimethyl sulphoniopropionate (DMSP). This breaks down in the water to become DMS, 

which is outgassed to the atmosphere once it reaches the sea surface. The DMS then reacts with 

oxygen in the atmosphere to form sulphur dioxide, leading to the creation of sulphate aerosols, 

which act as cloud condensation nuclei. This process has been widely studied in the context of the 

CLAW hypothesis (Charlson et al., 1987), which proposes a negative feedback loop in the climate 

system. It suggests that global temperature rises will lead to increased phytoplankton growth 

through physiological effects, and so increased DMS production. In turn, this will lead to more 

clouds being formed, reflecting solar radiation and so cooling the planet. It is unclear how big a role 
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this feedback actually plays, and there is also evidence that global warming will instead decrease 

phytoplankton growth through increased stratification and restricted nutrient supply, thereby 

turning it into a positive climate feedback. DMS production may also decrease as a result of ocean 

acidification (Six et al., 2013; Schwinger et al., 2017). No consensus has yet been reached in the 

scientific community (Gunson et al., 2006), but recent studies have suggested that the overall impact 

of DMS cycling on long-term climate change may in fact be minimal (Quinn and Bates, 2011). It 

is likely to contribute to natural variability though, and its inclusion in operational forecasting 

models and reanalyses is a challenge for the future. 

Organic matter from phytoplankton and bacteria can also form cloud condensation nuclei 

directly (Wilson et al., 2015). Bubbles form on the surface of the ocean, and organic matter can 

become incorporated. The bubbles burst, releasing salt and organic matter into the atmosphere, 

known as sea spray aerosol, acting as cloud condensation nuclei. 

Phytoplankton directly impact atmospheric physics further through their contribution to ocean 

albedo. The presence of chlorophyll colours the surface ocean green, altering the wavelengths of 

light which are absorbed and reflected by the ocean, and so the amount of shortwave radiation 

heating the lower atmosphere. Whilst a smaller contribution than factors such as sea state, sea 

surface chlorophyll is included in the widely-used albedo parameterisation of Jin et al. (2004), and 

a climatological representation of this is now included in weather forecasts produced at the Met 

Office. In future, a direct feedback from a marine biogeochemical model may be included in 

coupled weather and climate models. 

A larger and direct biophysical feedback exists within the ocean, operating on similar principles 

(Morel, 1988). The depth over which shortwave solar radiation is absorbed is controlled by the 

presence of chlorophyll in the open ocean, as well as SPM and CDOM in coastal waters. When 

chlorophyll is present, more radiation is absorbed in the surface layers, and so the associated 

warming is concentrated nearer the surface. This raises SST, cools the sub-surface, and shallows 

the MLD. It has also been found to amplify seasonal cycles of temperature and sea ice cover 

(Manizza et al., 2005), and enhance rainfall during the South Asian monsoon (Turner et al., 2012). 

It is beginning to be included in ocean models, with chlorophyll taken either from a satellite 

climatology or directly from a biogeochemical model, and is expected to have impacts on all time 

scales. 

A more controversial suggestion of a significant biophysical feedback in the ocean is that 

creatures such as copepods and jellyfish make a major contribution to physical mixing (Dewar et 

al., 2006). One study (Katija and Dabiri, 2009) measured the amount of turbulent mixing generated 

by motile plankton, extrapolated the results to the global ocean, and concluded that their 

contribution to ocean mixing could be greater even than that provided by wind, which would be a 

huge omission from current ocean models and generally accepted theory. The suggestion has 

obviously been treated with caution, but the contribution of different processes to ocean mixing 

remains uncertain (Dewar et al., 2006), and so the role of zooplankton is not implausible. Even if 

only partially the case, it is a phenomenon warranting further study and potential inclusion in state-

of-the-art ocean models. 
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Finally, (perhaps), sea ice can sustain large populations of algae, the presence of which can 

potentially modify the ice albedo and speed up seasonal melting, accelerated further by their impact 

on light penetration once in the water (Taskjelle et al., 2017). Whilst the overall significance of this 

is unclear, a number of models of the ice ecosystem have now been developed (Vancoppenolle and 

Tedesco, 2017). 

The impact of biophysical feedbacks on forecasting skill has yet to be investigated, but any 

process found to make a relevant contribution will progressively be incorporated into operational 

systems. 

Overview of Current Applications 

Operational forecasting  

Most operational biogeochemical forecasting systems operate at regional scales, as these are the 

scales where there is most human interest in short-term change of the marine environment. Shelf 

seas provide 90% of fisheries and almost all leisure use of the sea. Short-range forecasts of algal 

blooms, water clarity and environmental indicators are of interest to fisheries, regulators, navies and 

others. At the global scale, forecasts of primary production can be used as inputs to fisheries models 

(Cheung et al., 2009; Lehodey et al., 2015) or as boundary conditions for regional models. In 

addition, applications for monitoring the global carbon cycle are emerging (Gehlen et al., 2015). 

In Europe, operational forecasts for a number of regions are produced and made publicly 

available as part of CMEMS (http://marine.copernicus.eu/). These cover the global ocean, Arctic 

Ocean, Baltic Sea, Black Sea, Mediterranean Sea, Iberian-Biscay-Irish (IBI) Seas, and Northwest 

European Shelf Seas. Regional forecasts are also produced in other countries around the world, 

including Australia, Canada, Indonesia, USA, and others. Many of the centres involved in 

producing operational biogeochemical forecasts collaborate as part of the GOV MEAP-TT. A 

related, emerging field is the operational forecasting of marine ecology (Payne et al., 2017). 

Biogeochemical forecasting systems vary considerably in terms of model complexity, data 

assimilation, and coupling techniques (Brasseur et al., 2009; Gehlen et al., 2015). This depends on 

available resources, customer requirements, and how closely tied a biogeochemical system is to a 

physical counterpart. Systems generally run on either a daily or a weekly basis, either coupled online 

to an equivalent physics forecasting system, or forced offline by forecast physical fields. Data 

assimilation, normally of ocean colour, is increasingly employed, but this is not ubiquitous. Forecast 

accuracy and validation strategies are covered elsewhere in this book (Chapter 19 by Hernandez et 

al.). 

At the Met Office, a daily analysis and six-day forecast is produced for the Northwest European 

Shelf Seas (NWS), and made available through CMEMS. This is run operationally as part of the 

FOAM suite (Blockley et al., 2014), which provides global and regional ocean forecasts. The 

physical model used is NEMO (Madec, 2008), in a series of one-way nested configurations. An 

analysis and forecast is initially produced for the 1/4° global configuration. This then provides 
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boundary conditions for a 1/12° model of the North Atlantic, which in turn provides the boundary 

conditions for a 7 km resolution model of the NWS (O’Dea et al., 2012, 2017). Each uses 

atmospheric forcing from the Met Office numerical weather prediction (NWP) model. The NWS 

configuration of NEMO is coupled online with the ERSEM biogeochemical model (Edwards et al., 

2012), providing coupled physical-biogeochemical forecasts for CMEMS and other customers. 

Physics data are assimilated using the 3D-Var NEMOVAR scheme (Waters et al., 2015). 

Assimilation of ocean colour data has recently been developed, and will be implemented 

operationally in the near future. The operational system is accompanied by a comprehensive 

monitoring system, as shown in Fig. 22.3. 

 

Figure 22.3. Monitoring of the Met Office operational forecasting system. 

A similar approach is taken by other centres contributing to CMEMS, although forcing strategies 

and update schedules differ. For instance, the global ocean product from Mercator Ocean is updated 

weekly, and run using offline physical forcing downscaled from daily physics forecasts. The 

Mediterranean Sea product run by OGS is updated biweekly, also using offline forcing, delivering 

seven days of analysis/hindcast and ten days of forecast, and incorporating ocean colour data 

assimilation (Teruzzi et al., 2014). Despite some differences in methodology, in general a relatively 

standardised approach is taken to the generation and delivery of products within CMEMS. 

Outside of CMEMS, there are currently few examples of short-range operational 

biogeochemical forecasts being produced, with any operational applications typically more 

focussed on ecology and fisheries (Payne et al., 2017), and often based on statistical relationships 

with physical fields and satellite ocean colour data, rather than coupled physical-biogeochemical 
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modelling. Such applications can include forecasting distributions of pathogens such as bacteria of 

the genus Vibrio (Jacobs et al., 2014), risk of coral bleaching (Liu et al., 2018), and harmful algal 

blooms (Davidson et al., 2016). In India, potential fishing zone advisories are issued by INCOIS 

based on satellite SST and ocean colour data (Deshpande et al., 2011), with plans to develop a 

model forecasting system  (Thushara and Vinayachandran, 2016; Vijith et al., 2016). In Australia, 

an operational physical-biogeochemical forecasting system for the Great Barrier Reef is being 

assembled as part of the eReefs project (Schiller et al., 2014; Baird et al., 2016; Jones et al., 2016), 

for applications including sediment transport and water quality. In Indonesia, weekly regional 

biogeochemical forecasts are produced operationally using the NEMO-PISCES model (Gutknecht 

et al., 2016), as part of the INDESO project which monitors and forecasts variables from physics to 

fish. 

Aside from short-range forecasts, there is an increasing demand for seasonal and decadal 

forecasts of marine biogeochemistry (Rousseaux and Gregg, 2017; Siedlecki et al., 2016; Hobday 

et al., 2018; Séférian et al., 2014). This is of importance for fisheries and aquaculture, as well as 

informing environmental commitments, for instance relating to the commitment to Good 

Environmental Status under the European Union’s Marine Strategy Framework Directive (MSFD). 

Climate studies 

For many biogeochemical models, the primary motivation for development is inclusion in ESMs, 

for use in climate projections. This allows full consideration of the marine carbon cycle, how ocean 

carbon uptake will vary into the future, and the resulting feedback on global climate (Friedlingstein 

et al., 2006). Ocean acidification and ecosystem change can also be studied. The regular reports of 

the IPCC draw on results submitted as part of the international CMIP projects, most recently CMIP5 

(Taylor et al., 2012). 

As climate models potentially need to be run for thousands of years, computational expense is 

a critical factor. Biogeochemical models run as part of ESMs will therefore normally be relatively 

simple with only a small number of PFTs, and most are still only run at 1° or lower resolution, 

where eddies must be parameterised. Results from multiple ESMs are often combined in a multi-

model ensemble for the analysis of climate change and ocean acidification impacts on marine 

biogeochemistry and ecosystems (Orr et al., 2005; Bopp et al., 2013; Gehlen et al., 2014). This 

approach gives insights into regional differences in ecosystem stressors that may occur as a result 

of climate change. Current models suggest a seesaw pattern with increased primary productivity at 

high latitudes and decreased productivity over the tropics and mid-latitudes. These changes are at 

first order explained by increased stratification in response to warming. A warmer ocean leads to 

enhanced stratification and fewer nutrients upwelled to the euphotic zone. At low- to mid-latitudes 

this increases the nutrient limitation and results in lower primary productivity. At high latitudes, 

however, enhanced stratification reduces light limitation as phytoplankton remain nearer the 

surface, which along with warming and an extended growing season, results in increased primary 

productivity (Bopp et al., 2013). However, this broad picture hides significant regional and inter-

model variability (Laufkötter et al., 2015). More complex ecosystem models, with multiple and 
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flexible plankton types, can also give insight into how changes in temperature and nutrient supply 

may affect ecosystem productivity and the makeup of plankton communities in different regions 

(Dutkiewicz et al., 2013; Barton et al., 2016). 

Regional studies use global climate models as drivers to produce downscaled projections at 

higher resolution. For example, biogeochemical modelling has been used to investigate the impact 

of climate change and other anthropogenic stressors on the marine ecosystem of the NWS (Wakelin 

et al., 2015). Regional model outputs can be combined with fish models to investigate how climate 

change may affect food supply and promote sustainable fisheries (Barange et al., 2014; Fernandes 

et al., 2015).  

Reanalysis 

Reanalyses, in which models and data assimilation are used to recreate the past ocean state, provide 

a link between operational forecasting and climate studies. They can be used to assess long-term 

environmental change, such as eutrophication or alterations to plankton community structure and 

phenology (e.g. bloom timings). They can also be used to monitor the global ocean carbon sink, 

and study its variability. Reanalyses could also provide validation of climate models, by seeing how 

well they reproduce the observed ocean when given realistic forcing and initial conditions. The 

requirements for physical reanalyses, such as consistent and stable inputs, are discussed elsewhere 

in this book (Chapter 19 by Haines), and these considerations apply equally to biogeochemistry. 

The same NEMO-ERSEM configuration used for operational forecasting of the NWS at the Met 

Office is also used to produce reanalyses of the region covering recent decades, again available 

through CMEMS. The version currently available (at CMEMS v3) just assimilates SST, but the 

latest reanalysis, being produced for CMEMS v4, introduces the assimilation of ocean colour data. 

This will allow greater exploration of long-term variability and change, and can be compared to 

other regional reanalyses (Ciavatta et al., 2016). Reanalyses are also available for the other regions 

considered as part of CMEMS. 

The Met Office also produces reanalyses of the global ocean (Ford and Barciela, 2017), using 

NEMO coupled with the HadOCC biogeochemical model (Fig. 22.1). Ocean colour is assimilated 

using 3D-Var plus the nitrogen balancing scheme of Hemmings et al. (2008), and there is the option 

to assimilate pCO2 (While et al., 2012) and physics (Waters et al., 2015) data. A particular 

motivation for the work is to explore variability in the global ocean carbon cycle. An example is 

shown in Fig. 22.4, which shows the monthly mean air-sea CO2 flux in the Tropical Pacific from a 

NEMO-HadOCC reanalysis, and how this compares to climatology (Takahashi et al., 2009) and 

variability of the multivariate El Niño Southern Oscillation (ENSO) index (Wolter and Timlin, 

1993, 1998). The Tropical Pacific is a major upwelling region, which brings nutrient- and carbon-

rich waters to the surface, resulting in strong outgassing of CO2 to the atmosphere. In El Niño 

periods, such as 1997/1998 and 2009/2010, upwelling is weaker, reducing CO2 outgassing. In La 

Niña periods, such as 1999 and 2007/2008, upwelling is enhanced, increasing CO2 outgassing. This 

strong inter-annual variability is captured well by the reanalysis. NEMO-HadOCC reanalyses are 

also being used to learn about biases in climate model projections submitted to CMIP5. 
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Figure 22.4. Top: Tropical Pacific monthly mean air-sea CO2 flux (negative means outgassing) from a 
repeating climatology (Takahashi et al., 2009) and a reanalysis assimilating ocean colour data (Ford and 
Barciela, 2017). Bottom: multivariate ENSO index (Wolter and Timlin, 1993, 1998). 

Towards a Fully Integrated Prediction Framework 

As scientific understanding and computing resources continue to advance, so do the modelling 

systems used to predict the weather, ocean, and climate. As discussed elsewhere in this book 

(Chapter 16 by Harris), coupled ocean-atmosphere forecasting models are becoming increasingly 

mature, and starting to be used operationally. On climate time scales, the next generation of ESMs 

aim to include ever more components of the Earth system. There is also a strong desire to ensure 

consistency and traceability between regional and global, and weather and climate, simulations. 

Marine biogeochemistry should be actively included, and there is presently an opportunity to 

increase the value of biogeochemical predictions to society. 

For modelling and forecasting biogeochemistry, there are a number of particular considerations, 

which are already facing the current generation of systems. Physical ocean forecasting systems are 

often run at the highest spatial resolution that can be afforded, meaning that coupling a 

biogeochemical model at the same resolution is not an option. This may necessitate offline coupling 

using downscaled physical fields, or the online coarsening approach of Lévy et al. (2012b), in which 

physics and biogeochemistry are coupled online, but the biogeochemical transport is calculated at 

lower resolution. Alternatively, given the issues around biogeochemical model complexity 

discussed in the second section, a possible approach might be a “plug-and-play” framework, in 

which the same model could be run with fewer PFTs, or different parameterisations, depending on 
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the application. This could be achieved using a dedicated coupler such as FABM (Bruggeman and 

Bolding, 2014). Even if high-resolution physical fields can be used though, exploiting these to 

benefit biogeochemistry is not necessarily straightforward. The (sub-)mesoscale processes 

represented, and amount of extra energy present in high-resolution simulations, can potentially have 

large impacts on biogeochemical fields (Lévy et al., 2001, 2012a), which may not be beneficial if 

the biogeochemical model parameterisations have been developed and tuned at coarser resolution. 

Furthermore, currently neglected biogeochemical processes may need to be included. 

A further challenge is understanding the limits of biogeochemical predictability, and properly 

characterising and presenting uncertainty information. Errors can arise and propagate from a variety 

of sources, both physical and biogeochemical, and may either add or cancel. The ability to quantify 

uncertainty through comparison with observations is limited due to the sparsity of data, the high 

level of uncertainty present in both satellite and in situ observations themselves, and the fact that 

observed and modelled quantities are often not a like-for-like match. Furthermore, the spatial and 

temporal scales at which models have skill must be considered. Models may be able to capture 

large-scale patterns but not small-scale features (Saux Picart et al., 2012), and understanding and 

quantifying these limits of predictability is important for communicating with, and gaining the 

confidence of, end users (Hyder et al., 2015). 

When taken to its logical conclusion, the current direction of travel in weather and climate 

modelling leads to centres developing fully integrated prediction frameworks, allowing two-way 

coupling between all relevant components of the Earth system, which can be used for modelling 

and assimilation on all time and space scales. These would have the flexibility to allow components 

and processes to be switched on and off, parameterisations to be changed, and resolutions to vary. 

In the Met Office, for example, the aim is to maintain a seamless approach to atmosphere and ocean 

modelling across time scales (Martin et al., 2010). The UM (Cullen, 1993) atmosphere and NEMO 

(Madec, 2008) ocean models are used for regional and global, weather and climate modelling, with 

the aim of traceability between applications. These are increasingly used for coupled modelling and 

data assimilation (Lea et al., 2015). The United Kingdom Environmental Prediction (UKEP) project 

(Lewis et al., 2018) aims to extend this by also including the land surface, waves, and marine 

biogeochemistry, for regional predictions covering the UK. The components and processes included 

will develop further as these projects mature. 

Such an approach has various potential benefits. It would allow the different biophysical 

feedbacks detailed in the fourth section to be included, benefitting physics simulations and in turn 

allowing the biogeochemistry to benefit from improved physics. Physical and biogeochemical 

forecasts would be fully consistent, providing clarity to end users. Conclusions and issues from 

simulations on one time scale could directly inform others, for instance using reanalyses to learn 

about climate models. This potentially makes the model much more robust, particularly when 

predicting future change, having been tested and validated in a wider range of situations. It would 

also make it quicker and easier to extend to new regions and novel applications, as developments 

made for one purpose would be compatible elsewhere. This is further the case due to the shared 

development effort of a large community working on the same system. 
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A fully integrated system would present a number of challenges though. Different applications 

may desire specialist approaches, and compromises may have to be made that otherwise would not. 

For marine biogeochemistry in particular, where there remains considerable model uncertainty, 

there is much to be said for maintaining a diverse set of different models, and this should be balanced 

with the advantages that shared developments towards a community model would bring. 

Furthermore, with every extra component and process added, particularly with two-way feedbacks, 

it becomes increasingly difficult to diagnose issues, and validate the impact of any changes. It is 

likely that many developments would improve some components and degrade others, and marine 

biogeochemical forecasts will always be of lower priority than weather forecasts when deciding 

what changes are acceptable. The computational expense of a fully integrated high-resolution 

system would also be rather large. 

As well as the potential for better including marine biogeochemistry in physical systems, 

improved coupling with the wider marine ecosystem needs to be considered. An integrated approach 

to this is already taken by end-to-end ecosystem models (Fulton, 2010), which aim to include marine 

physics, biogeochemistry, fish, marine mammals, seabirds, and humans in a single model. Opinions 

differ as to whether it is better to use a single end-to-end model or a series of more specialist coupled 

models. Again, there is a benefit to maintaining a diversity of approaches, particularly whilst the 

subject is still maturing, and coupled physical-biogeochemical models can feed into these 

developments. This can help address the challenges of increasing the use of biogeochemical and 

ecosystem models by policy makers, as discussed by Hyder et al. (2015). 

 

Summary 

Marine biogeochemistry is increasingly being included in operational forecasting and reanalysis 

systems, using progressively more sophisticated models and data assimilation schemes. These 

systems are less mature than their physical counterparts, but are starting to provide valuable 

information to a range of users. Future development of biogeochemical systems promises many 

exciting challenges, through more accurate modelling, exploiting new data sources, increased 

integration with physical ocean and atmosphere forecasting systems, and better communication of 

products to end users (Hyder et al., 2015). This will help address important societal needs, such as 

the impact of toxic algae on human health, the maintenance of diverse and sustainable ecosystems, 

and understanding the role of the ocean in a changing climate. 
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