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What is Cloud Computing?

■Essential Characteristics

■Service Models

■Deployment Models

1. On-Demand
2. Broad NW access
3. Resource Pooling
4. Rapid elasticity

1. IaaS (Infra as a Service)
2. PaaS (Platform as a Service)
3. SaaS (Software as a Service)

1. Public Cloud (Cloud Service Provider, e.g. AWS, GCP, Azure)
2. Private Cloud (Your Data Center and virtualized Infrastructure)
3. Hybrid Cloud (Public Cloud + Private Cloud)
4. Community cloud (For specific purpose)

Cloud computing is a model for enabling ubiquitous, convenient, on-demand network access to a 
shared pool of configurable computing resources (e.g., networks, servers, storage, applications, and 
services) that can be rapidly provisioned and released with minimal management effort or service 
provider interaction. This cloud model is composed of five essential characteristics, three service models, 
and four deployment models (The NIST Definition of Cloud Computing, NIST, 2011).



More Science,
Less IT Issues

Why cloud computing is import in Ocean Science?

■ Support Need of High Resolution & Model Scale

■ Solve the Management and technical Issues

1. High Resolution
2. Model Scale
3. Ensemble Modelling
4. Data Analytics

1. Space & Power
2. Time & Cost
3. Technical Complexity
4. Maintenance & Engineers
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What is Container and containerization?

Containers are lightweight packages of your application code together with dependencies 
such as specific versions of programming language runtimes and libraries required to run 
your software services (What are Containers?, Google, https://cloud.google.com/learn/what-are-containers).

Containerization is a software deployment process that bundles an application’s code with 
all the files and libraries it needs to run on any infrastructure. Traditionally, to run any 
application on your computer, you had to install the version that matched your machine’s 
operating system (What is containerization?, AWS, https://aws.amazon.com/what-is/containerization).
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What is Container Orchestration?

Container orchestration means 
automatically provisions, deploys, scales, and manages containerized applications 
without worrying about the underlying infrastructure. Users can implement 
container orchestration anywhere containers are, allowing them to automate the 
lifecycle management of containers (What is container orchestration?, Google, 
https://cloud.google.com/discover/what-is-container-orchestration).

Kubernetes is defacto standard orchestration S/W as an opensource(Linux Foundation).

(The name Kubernetes (k8s) originates from Greek, meaning helmsman or pilot)
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What is Container Orchestration?

Busan

Paris Oregon
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Cloud Service Locations

(AWS, 2023) (Microsoft, 2023)

(Google, 2023)
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Container

Traditional HPC Cluster vs Ad-Hoc HPC Cluster



How to create container Image and register?
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Containerization
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Containerization of Numerical Ocean Model(ROMS)



▶ Increase the  portability of numerical model

12

Containerization of Numerical Ocean Model(ROMS)
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Containerization of Numerical Ocean Model(ROMS)
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Laptop-PC Local Cluster#1 Local Cluster#2

CPU Type Intel-i7 Intel Xeon Intel Xeon
Hypervisor VirtualBox KVM KVM
Guest OS Windows 10 CentOS 7.5 Ubuntu 18.04
Nodes 1 Node 4 Nodes 3 Nodes
vCores/Memory 8Cores/16G 4Cores/8G
Container Runtime Containerd Docker v19.03.12 Docker v19.03.6
N/W Interface LAN LAN LAN
Orchestration Tool Microk8s

(Kubernetes
Compatible)

Kubernetes v1.18.3
minikube

Kubernetes v1.18.3

Amazon-AWS Google-GCP MS-Azure

CPU Type Intel Xeon,
AMD

Intel Xeon Intel Xeon,
AMD

OS Ubuntu 18.04,
CentOS 7.5

Ubuntu 18.04 Ubuntu 18.04,
CentOS 7.5

Container Runtime Docker v19.03.6 Docker v19.03.6 Docker v19.03.6

Orchestration Tool Kubernetes v1.18.3 Kubernetes v1.18.3 Kubernetes v1.18.3

Interoperability of numerical modelling (System Configuration)



Model ROMS v3.6

Resolution 5/10/20 km
Topography ETOPO5

Vertical layer 40 layers

Initial condition WOA 1998

Open boundary SODA (2001-2010)

Surface boundary ECMWF-interim
(2010)

Tidal forcing TPXO6

Vertical mixing scheme KPP

Heat flux Bulk flux
parameterization

Model domain

Type Coarse Medium Fine

Dimension of grid 210×206×40 422×412×40 846×826×40

Degree of Freedom 1,730,400 6,954,560 27,951,840
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ROMS modelling Configurations



■ Computational reproducibility
All Root Mean Square Errors were 
commonly 0.0 °C for both SST and vertical 
temperature, and they were 0.0 ms-1 along 
the surface velocity
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Result-Reproducibility of numerical ocean model
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Result-Performance of Container Cluster
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Result-Performance of Container Cluster



• Design and implement containerization of numerical ocean model on the 
public and private clouds.

• Evaluate  the performance of numerical ocean model with grids
on the public clouds.

• Present a good alternative solution for the computational reproducibility of 
numerical model.
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Summary of this research



Thank you 
for your attention

Q&A
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Demo
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Demo
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Demo
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Demo
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Demo
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Demo
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